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Future High Performance Systems …. 
Systems! 2009! 2018! Difference!

System Peak! 2 Pflop/sec! 1 Eflop/sec! x 500!

Power! 6MW! 20MW! x 3.33 !

System Memory! 0.3 PBs! 32‐64 PBs! x 100 - 200!

Node Compute! 125 Gflop/s! 1‐15 Tflops/s! x 8 - 120!

Node Memory BW! 25 GB/s! 2‐4 TB/s! x 80 - 160!

Node Concurrency! 12! 100 - 1000! x 8 - 80!
Total Node 
Interconnect BW ! 3.5 GB/s! 200‐400 GB/s! x 50 - 100 !

System Size (Nodes)! 18,700! 100,000‐1M! x 5 - 50!

Total Concurrency! 225,000! 1,000,000,000! x 4400!

Storage! 15 PB! 500‐1000 PB! x 30 - 60!

I/O! 0.2 TB/sec! 60 TB/sec! x 300!

From J. Dongarra, “Impact of Architecture and Technology for Extreme Scale on Software and Algorithm Design,”  
Cross‐cutting Technologies for Computing at the Exascale, February 2‐5, 2010. !
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Predictions on Data Growth 

From:  IDC - THE DIGITAL UNIVERSE IN 2020: Big Data, Bigger 
Digital Shadows, and Biggest Growth in the Far East 
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The Market for All Storage Devices is Growing 

By	  2020…	  
	  

HDD:	  	  
1	  billion	  units	  
	  

and	  
	  

SSDs:	  	  
200	  million	  units	  
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*Source: Seagate Technology LLC projection 
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Storage Solutions - Basic requirements … 
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ClusterStor – An engineered solution 
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Future storage technologies 
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Disk drive technologies  
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Areal density futures 
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Hard drive futures  (2014 - 2015) … 
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Hard drive futures (2015 - 2018) … 



Secure data storage 
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Linux security features …. 
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Customer Value Proposition 
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Three file systems 
combined into one! 
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•  Industry first secure scale-out parallel file 
system designed to enable administrators to 
achieve ICD 503 (DCID 6/3 PL4) compliance 

–  Complete and explicit audit trails 
–  Know who is doing what on the system 

•  Predictable linear performance and storage 
capacity scale  

–  Linear scale-out file system performance                                  
over 1 terabyte per second 

–  Single file system namespace                                          
over 90 petabytes usable data capacity  

•  Integrated solution with end-to-end security 
administration, diagnostics and 
management 

–  Reduces operational and management cost 
–  Relieves data center floor space, power and 

cooling constraints 
–  Factory integrated, pre-configured, tested and 

supported by Xyratex 

ClusterStor SDA Features 
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ClusterStor SDA Benefits 
•  Enables Multilevel Security (MLS) while satisfying 

exploding need for massive scale 
•  Overcome legacy barriers and bottlenecks 
•  Unprecedented scale in performance and capacity 
•  Industry unique end-to-end security administration 

solution with fully integrated diagnostics and 
management 

•  Greatly improve intelligence center security, 
productivity and efficiency 

•  Protects against both external and internal threats 
•  Significantly increase mission productivity and 

agility 
•  Relieve floor space, power and cooling constraints 
•  Reduce operational and management complexity  

•  Significantly reduce CapEx and OpEx cost 
•  Reduce capital equipment acquisition cost and 

complexity 
•  Reduce security administrative cost 



The way forward 
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Current scalable file systems … 

… non of these will be able to scale sufficiently!  
… but advanced middleware such as E10  

can help extend the life of these solutions … 
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Object based storage – Next Gen 
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Object Storage Backend: Why? 
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The way forward .. 
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Transparent multi-tier storage is absolute key 

Solutions … 



Thank you  
for listening to a  

madman’s ramblings … 


