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Performance, energy...

How to improve the efficiency of
HPC workloads ?




Agenda

« HPC and Efficiency: different perspectives
« How to reach the highest levels of efficiency with Allinea?

 Live demonstration

e Summary




Allinea
The Company

 HPC tools company since 2002

— Leading in HPC software tools market worldwide

— Global customer base

« Helping the HPC community design the best applications

— Unrivaled productive and easy-to-use development environment...

— ... To help reach the highest level of performance and scalability

« Helping HPC users make the most of their allocations

— Unique solutions to understand application performance

— Innovative approach to resolve cutting-edge challenges




What is efficiency?
Example : Formula 1 rules

Season 2014

(http://www.formula1.com/inside_f1/rules_and_regulations/sporting_regulations/8713/fia.html)

3. Combined Restricted Wind Tunnel Testing and Restricted CFD Simulation Restriction

3.1 The usage limits for Restricted Wind Tunnel Testing and Restricted CFD Simulations are expressed in
terms of Wind On Time, number of runs, tunnel occupancy and CFD Teraflops Usage during an
Aerodynamic Testing Period.

[...]
3.4 CFD Teraflops Usage is defined as the average number of teraflops of computing

power used for the purpose of making Restricted CFD Simulations during the Aerodynamic Testing
Period.

How to optimize a code from this perspective?
How to run a code from this perspective?
How about the future rules?




Allinea Unified environment

A modern integrated environment for HPC developers

« Supporting the lifecycle of application development

and improvement
— Allinea DDT : Productively debug code

— Allinea MAP : Enhance application performance

 Designed for productivity N

allinea

environment

— Consistent easy to use tools

— Enables effective HPC development

« Improve system usage

— Fewer failed jobs ' &DDf

— Higher application performance




Beware exploding bandwidth needs...

Trivial 16k processes wave equation code

This means... And also...
Generates...

Which is... 6 days to 9 years to blast

1 TB of data
133 Gbit/s transfer data data throug,h a
in 60 seconds from a 12 hour graduate’s

run optic nerve

void do_math{imt i)

1
const double dtime = 6.3;
const double ¢ = 1.68;
const double dx = 1.8;
double tau, sqtau;

tau = {c = dtime 7 dx);
sqtau = tau = tau;
newyal[i] = (2.8 = values[i]) - oldval[i]
+ {sgqtau = (values[i-1] - (2.8 = values[i]} + values[i+1]});




Attacking Visual Scalability

Profied: slow_fon 8 processes Started: Wed 3. Apr 12:13:18 2013 Runtime: 109s Time in MPI: 38% Hide Metrics...

Memory usage (M)
58 - 53.3 (23.7avg)

MPI call duration (ms) o]
e e -~
0 - 15,138.5 (1,450.5avg) /e'—‘_{:-;-_—ﬂrz—*:-’.-ﬁ-‘ff e e

CPU memory access (%)
0 - 100 (18.0ava)

CPU floating-point (%) e - Fn i = s - e

0 - 100 (24.9avg) B & y- : wm o e AN

12:13:18-12: 15:06 (range 108.478s): Mean Memory usage 23.7 M; Mean MPI call duration 1,450.5 ms; Mean CPU memory access 18.0 %6; Mean CPU floating-point 24.9 %6;

¥ dow.fe0 @ |
2 use mpi -
3 implicit none i
2 integer ::!: pe, nprocs, ierr ol
o
& call MPI_INIT (ierr)
7  call MPI COMM RANK (MPI COMM WORLD, pe, ierz)
8 call MPI COMM SIZE (MPI COMM WORLD, nprocs, ierr)
|
30.2% 10 call imbalance
32.4% i e call stride
37.4% 12 [Eall overlap
13
i b call MPI FINALIZE (ierr)
15
16 containsg -
Input/Output | ProjectFies  Parallel Stack View |
Parallel Stack View g X
Total Time G | MPI |Function(5} on line | Source |Position |
=l slow program slow slow,f30: 1
37.4% D 30.7%
32.4% F 0.4% [ stride call stride slow.fa0:11
30.2% 7.1%  imbalance call imbalance slow. f30: 10

Common horizontal axis

Aggregate across all
processes and threads

Highlight imbalance
visually

Always refer to

source code

Optional: Target specific
areas for instrumentation




New in Allinea MAP 4.3

Hide Metrics.

Profiled: matrix_mul_CUDA on 1 process Started: Fri jun 20 12:24:31 2014 Runtime: 34s

System Power Usage (W)
2826 - 4778 (3422avg)

CPU Power Usage (W) PR TR TN

1746 - 1305 (81.99 avg ) f._‘vv-\.-Wﬂm%ﬁw\r.—-HWﬁuxwﬂwmw.wwmv"

12:24:31-12:25:05 (34.1055): Mean: System Power Usage 342.2 W; CPU Power Usage 81.99 W;

Input/Output | ProjectFiles | Stacks | OpenMPRegions |
OpenMP Regions ©

Pl Overhead Function(s)onlpe ~  sowge . Pposition

* Full support for multithreaded & hybrid codes

 Now integrates energy metrics !

— Find the energy consuming hotspots in your application to tune them

— Reduce the running costs of your application by minimizing energy footprint
 Now adding accelerator metrics !

— Evaluate the impact of your accelerators in your code

— Reach unrivalled Flop/watt with your accelerated applications




HPC is not only about development

/ Compilation « HPC combines several specialities
— Science (physics, biology...)

Hardware — Computer science

architecture

— Numerical analysis

How to combine those independent
areas of expertise to increase the

“efficiency” of applications ?

Algorithms



Understand cluster
usage efficiency

« Monitors application behavior to provide answers:
— Are the applications running on the cluster “efficient” ?
— Are there software or hardware bottlenecks affecting performance ?

— Is the combination of application parameters/libraries optimal ? E—

— What cluster/scale should the user choose for his job ? Sy ool B el 6 coruii
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- [Effortless one-touch reports:
mpirun -n 42 ./my_executable argumentl

becomes

e ot rumter o [P o a0 by g wE ae WD

perf-report mpirun -n 42 ./my_executable argumentl |

« Available on HP systems — with unique added value !

— Implementation of a connector with CMU in development
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New In version 4.3

CPU energy report:

Total energy ]

Peak power 76.00 W N
Average power oo A7 W [T
Whole system energy report:

Total energy ]

Peak power 334 00w
Average power 1107 W [0

 Now integrates energy metrics !
— Understand the energy consumption of your application

— Reduce the running costs of your application by minimizing energy footprint

« Full support for multithreaded & hybrid codes




Summary

» Efficiency has different meanings depending on the context
— Number of Flops, runtime, energy consumption, Flops/watt...
— “Green” hardware is best without “green” applications

— Tools need to provide the general view and answer both existing and cutting-edge needs

* Develop codes for your efficiency with Allinea MAP
— Provides details about your application: CPU, MPI, memory, disk 1/Os...
— ... and now Accelerators and Energy metrics to reduce operating costs even further !

— Supports a wide range of applications (MPI, OpenMP, accelerated, hybrid...)

* Make the most of clusters with Allinea Performance Reports

— One-touch reports to understand the application behaviour and performance

— Reduce the clusters operating costs by using energy metrics at the application level
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Thank you !

Your contacts :
— Technical Support team : support@allinea.com

— Sales team: sales@allinea.com




