
The HPC Cloud is an essential lever to 
accelerate CFM's growth and its exponential 

needs for HPC and AI simulations
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Quantitative Investment process

For illustrative purposes only
Source: https://github.com/stefan-jansen/machine-learning-for-trading



Two example use cases

Frequent run of predictive models
• A strong and tight SLA (<30min)
• Increase of number of models
• Increased complexity
• Dedicated infrastructure

• Expected gain: TCO, innovation and scalability at high pace

Reference data computation for calibration
• Periodic run of predictive models on decades of historical data
• Increase of number of models
• Increase of number and size of data sets

• Expected gain: reduce elapse time (more parallelisation) while supporting growth
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Anticipate and Consider Culture and Habits 
to Ease Adoption and Governance

Assess

Create a case for change

Prepare

Build Solution

Modernize & Optimize

Deploy at scale & Accelerate

4 to 6 weeks *
• Discovery
• Use cases mapping
• Applications landscape
• Features coverage
• Teams’ skillset
• Teams’ habits
• Success criteria incl. performances
• Opportunity case
• Architecture Design

3 to 6 months *
• Security & Compliance
• FinOps
• Build Solution
• Skills Improvement
• Define Target Operating Model

6 to 18 months *
Modernize & Operate:
• Applications migrations
• Dynamic Monitoring setup
• Support ramp-up

Optimize:
• Optimize hardware configuration
• Optimize service usage



Migration without disruption: an Example

CFM data center

CFM Graph

GUI

Graph manipulation using JSON files

Adhoc monitoring

Graph dependency management

On prem batch 
scheduler

On-prem shared data access

Code edition directly from shared FS

Dedicated HW



Migration without disruption: an Example
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Conclusion

Realised benefits
- Tight compute SLA can be achieved on the cloud
- Massive parallelisation reduces elapse time
- TCO reduction

Unleashes innovation

Leverage HPC and cloud experts to design the solution that fits your context



Disclaimer

Any statements herein are based upon expectations or beliefs, involve inherent risks 
and uncertainties and should therefore not be relied on. Future evidence and actual 
results could differ materially from those set forth, contemplated by or underlying these 
statements. In light of these risks and uncertainties, there can be no assurance that 
these statements are or will prove to be accurate or complete in any way.

CFM accepts no liability for any inaccurate, incomplete or omitted information of any 
kind or any losses caused by using this information. CFM does not give any 
representation or warranty as to the reliability or accuracy of the information contained 
in this document. All opinions and estimates included in this document constitute 
judgments of CFM as at the date of this document and are subject to change without 
notice.




